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Task-Oriented Dialogue (TOD) System

Definition

e Structured interactions focused on completing a specific task and reaching the user goal.

’ Examples of tasks

e Booking a flight, reserving a restaurant table, asking a chatbot about available non-dairy products at

an online supermarket

[ Challenges

e Constraints on the task and domain

o  Example: making a restaurant reservation requires adhering to constraints: location availability, matching

user’s cuisine, table must fit party size

e Diverse user goals

e Lack of specialized datasets




TOD example

/

User: Book a restaurant in Orlando for 4 people.

System: What type of food and price range should | look for?

User: I'd like a moderately priced taiwanese restaurant.

System: How about the Formosan Garden restaurant? And at what time do you want the reservation?
User: Formodan Garden is perfect! Make the reservation at 8PM.

System: | just made a reservation for Formodan Garden in the Centre of Orlando at 8PM. The

reservation is made for 4 people.




TOD Data Generation

Essential components

Roughly 4 modules; they can be (1) in an end-to-end fashion, or (2) modular approach (see Figure)
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date: today price range=$$) restaurant called
price range: - Kochi.




TOD Data Generation

Essential components

(.

e Roughly 4 modules; they can be (1) in an end-to-end fashion, or (2) modular approach (see Figure)

-

Natural Language
Understanding (NLU): this
module receives as input a
conversational turn in natural
language form. The goal is to
process the input and extract
intents, slots and values for the

identified slots.

-

~

Example: Recommend a restaurant in New York today

Natural Language

Understanding

Data store

Conversation history

Dialogue | ’
State
Tracking
Y, ;

Example:

dial_act: inform
domain: restaurant
name: -

date: today

price range: -

Dialogue

Policy
Learning

Example:
Inform(name=Kochi,
cuisine=korean,
price range=$$)

—
Natural

Language
Generation

Example:

Thereis a
mid-range Korean
restaurant called
Kochi.




TOD Data Generation

Essential components

e Roughly 4 modules; they can be (1) in an end-to-end fashion, or (2) modular approach (see Figure)
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TOD Data Generation

Essential components

e Roughly 4 modules; they can be (1) in an end-to-end fashion, or (2) modular approach (see Figure)
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TOD Data Generation

Essential components

e Roughly 4 modules; they can be (1) in an end-to-end fashion, or (2) modular approach (see Figure)
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TOD Data Generation - Training

Rule-based systems

Training approaches
e Supervised training
o  Offline training
o Needs a lot of annotated data (data scarcity problems)
e Reinforcement learning
o Enables real-time dialogue generation
o Requires less data

o Simulates real-world interactions

.
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TOD Data Generation - Simulation

-

Simulation

A conversation inherently involves 2 participants (at least)

Concept of simulation: have something akin a user to produce part of the dialogue and interact with

the dialog system

A Simulator can be:

O

©)

Pre-trained (One-sided simulation)

Co-trained alongside the dialog system (Two-sided simulation)

12



TOD Data Generation - Simulation

-
Simulation

e Two-sided simulators are usually referred to as:
o User Bot and Agent Bot (see Simulated-Chat example)
o User Bot and System Agent
o User Bot and Dialogue System

o  User Simulator and Dialogue System

1am looking for place to stay

Instruction: % 4
in the cheap price range.......

You are looking

for aplace to
stay. The hotel
should be in
cheap price
[ 2711 —
Response

Selector

Y
Response
Generalor

Candid
Responses

4

| Query
Query KB

Results

OK. Do you have a specific area
that you want to stay in?

v

Response
Generalor

Candidate
responses

a<

User Bot

Agent Bot

Response
Selector 13




How to split TOD Generation systems?

Where to get the input? What to generate? How to verify?

slots and values

With Input? ,..
l P9 Could you help me find a train to Cambridge
Slot Description Value S on Wednesday?
Train destination Cambridge
Train departure London King’s X i ? ;
Cross Sure! What station would you like to leave fore! Post processmg’?
. . . from? And when would you like to depart? s
Time the train should arrive 3pm
by
Time the train should leave by (ur P79 London King’s Cross. | was wondering if
Day the train should run Wednesday - there are any trains that arrive by 3pm. [ = - ] [ . L ]
ost-processing Modify predictions of mode:
Provided? Utterance? None?
Discovered? Dialog?

14



Task-Oriented
Conversation
Generation

. ] ABUS, M2M, SGD, NUS, NeuralWOZ, HUS, VHUS, TUS,
Provided (KB, DB, Schema, Ontology) J Joust, Unified-US, IND
Step 1) Input
No Input (from training data) J VHDA, Simulated-Chat, ICL-US, Dialogic, INA
Predefined Language Templates ] ABUS, M2M, SGD
Natural Language Around Input ] NUS, NeuralWOZ
Natural Language Conditioned on Input ]* HUS, VHUS, TUS, Joust, Unified-US, IND
Step2)Generation - o o o EE EE EE EE EE EE EE S EE EE EE EE O O S EE EE EE EE EE o
Method Variational Inference ] VHDA
Few-shot Learning ] Simulated-Chat
In-Context Learning ] ICL-US, Dialogic, INA

Step 3) Quality
Filtering / Factuality

Factuality Check during Post-Processing ICL-US, Dialogic, IND

None

VHDA, INA

E 4 with Provided Inout ] ABUS, M2M, SGD, NUS, NeuralWOZ, HUS, VHUS, TUS,
IEEIETe] VD (e Ete] LAt Joust, Unified-US, IND, Simulated-Chat

15



Step 1) Input

Provided (KB, DB, Schema, Ontology)

No Input (from training data)

— —

ABUS, M2M, SGD, NUS, NeuralWOZ, HUS, VHUS, TUS,
Joust, Unified-US, IND

VHDA, Simulated-Chat, ICL-US, Dialogic, INA

Task-Oriented
Conversation
Generation
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Component 1: Input

-

TOD systems are constructed around:

Entities like Restaurant, Customer, or Movie
Based on the entity, there are:

o Slots like Cuisine, Party Size, Date, Time

o Slot Values like French, 2 people, January 25th, 19:00
Entities, Slots, and Slot Values are usually extracted from some predefined knowledge that
contains information that Cuisine can be French but cannot be Metallic; or that Time can be 19:00
but cannot be 25:00
Predefined knowledge is usually represented in graphical structures such as:

o Schema/ Ontology

o Knowledge Graph / Database




Component 1: Input

Schema
e Contains entities, and slots
Restaurant Reservation
*RestaurantID *ReservationID Customer
ID
Name Restaurant *CustomerD
Location .| CustomerID .
CuisineType ] Date ) Saie
) yP : ContactInfo
PriceRange Time
_ _ Preferences
Rating PartySize
OpeningHours SpecialRequests

Fig. 4. Example of a schema for the restaurant reservation task; each table represents a class (entity) with its attributes (slots); *

indicates the primary key (mandatory for each class), and boldface indicates the foreigner key used to connect two classes.
18



Component 1: Input

Ontology
e Contains entities, slots, and the relationship between entities (ex: Reservation “is made by”

Customer)

offers

/_\

Restaurant: Name, Location, Cuisine Type, Reservation: Date, Time, Party Size,
Price Range, Rating, Opening Hours Special Requests

is made by

Customer: Name, Contact Information, Preferences

Fig. 5. Example of an ontology for the restaurant reservation task.

19



Component 1: Input

-

Schema / Ontology:

Goal: The dialog system can use these general structures to ask relevant questions. They contain
information about the semantics of the dialogue and not about instantiations of entities.
Limitation: General structures do not contain real-world data or restrictions on the possible slot
values. For data generation, this means that a dialogue may evolve around combinations of slot

values that do not exist, e.g. a restaurant called Moeders that specializes in japanese cuisine.

20



Component 1: Input

Database
e Contains entities, slots, and values
Restaurant Reservation
*RestaurantID *ReservationID Customer
ID
Namp Restaurant " CustomerlD
Location .| CustomerID P’
. . > < Name
CuisineType Date
) ; ContactInfo
PriceRange Time
) i Preferences
Rating PartySize
OpeningHours SpecialRequests

Fig. 4. Example of a schema for the restaurant reservation task; each table represents a class (entity) with its attributes (slots); *
indicates the primary key (mandatory for each class), and boldface indicates the foreigner key used to connect two classes.
21



Component 1: Input

Knowledge Graph :

e Contains entities, slots, the relationship between entities, and values

made by
offers
Reservation
12 Feb
Restaurant
{time: 8PM,
Gourmet party_size: 4, Customer
; request: vegan} -
Bistro Francine
{location: NY, Smith
cuisine: French,
price: $$3, {contact: Francine’s Street, 1245,
rating: 5 stars, preferences: window table}

opening: 6PM-11PM}
22



Component 1: Input

-

Database / Knowledge Graph :

e (Goal: Links to real entities and is updated in real-time.

e Limitation: Difficult to build for every problem.

NOTE:
e DB is an instantiation of a Schema

e KG is an instantiation of an Ontology

23



Component 1: Input

-

TOD key terms:

Intent
Dialogue Act
(User) Goal

Dialogue Frame

Inform<date="tomorrow”, time="8PM”,
restaurant="LaCongerie”, cuisine="french”>

Belief State / Dialogue State

Inform<date="tomorrow”, time="8PM”,

restaurant="LaCongerie”, cuisine="french”>,

Request<party\_size>

User: Book a restaurant in Orlando for 4 people.

System: What type of food and price range should | look for?

User: I'd like a moderately priced taiwanese restaurant.

"user_intents": ["BOOK_RESTAURANT"],

"system_acts": [
{ "slot": "price_range", Itype": "REQUEST"},
{ "slot": "category", "type": "REQUEST" }],

"user_acts": [
{ "type": "INFORM" }],

"user_goal": [
"domain"

estaurant”,

"value": "orlando"},
"value": "moderately priced"},
"value": "taiwanese"}.
h
{“act”: “request”,
{"slot": "price_range"},
{"slot": "category"},
}H

"dialog_frame": [
{"act”: “request’},
{"slot": "date"},
{"slot": "time"}}]

"belief_state": [
{“act”: “inform”,
{"slot": "location", "value": "orlando"},
{"slot": "price_range",  "value": "moderately priced"},
{"slot": "category", "value": "taiwanese"}.

h

{"act”: “request”,
{"slot": "date"},
{"slot": "time"}

i

24



Input Provided vs No Input

p
Provided:

e If provided, slots and slot values are plugged into the dialogue system and natural language are
generated around/conditioned on them

e Guarantees factuality

Not Provided:

e It not provided, the dialogue system must learn them through training

e Does NOT guarantee factuality

25



Task-Oriented
Conversation
Generation

Step 2) Generation
Method

Predefined Language Templates ABUS, M2M, SGD

Natural Language Around Input NUS, NeuralWOZ

Natural Language Conditioned on Input HUS, VHUS, TUS, Joust, Unified-US, IND

Variational Inference VHDA

Few-shot Learning Simulated-Chat

In-Context Learning ICL-US, Dialogic, INA

~—— )
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Component 2: Generation Method

Predefined Language Templates ] ABUS, M2M, SGD
Provided Input
Natural Language Around Input ] NUS, NeuralWOZ (Inltentj’ SIOtS’ slc
values
Natural Language Conditioned on Input ]* HUS, VHUS, TUS, Joust, Unified-US, IND
Step 2) Generation - o o o EE EE EE EE EE EE EE S EE EE EE EE O O S EE EE EE EE EE o
Method Variational Inference ] VHDA
Few-shot Learning ] Simulated-Chat No ,l n_pUt
) (training data
) in the form of
In-Context Learning J ICL-US, Dialogic, INA dialogues)

27



Generation Method - Predefined Language Templates

-

Access to intents, slots and slot values that are plugged-in predefined templates
Referred to as agenda-based approaches
Task-dependent!
Follow a predetermined set of templates (outlines) for generating dialog turns
Example:
o the intent <book movie> can be associated with template "Book movie with [name="value"|
and [date="value"]”
o for Inform<intent=book_movie, name=Inside Out, date=tomorrow>
o The template is filled and generates the turn "Book movie with name Inside Out and date is
tomorrow.”
Paraphrasing can be added to generate more diverse human-like turns:

o ‘I want to buy tickets for Inside Out for tomorrow”




Generation Method - Predefined Language Templates

Vs

ABUS
e Input: agenda and example dialogues
o agenda is used as a stack-like representation for user states
o example dialogues are used for training a simulator
e Simulator: using RL policy

e Challenge addressed: training dialogue systems to respond accurately and in-real time

29



Generation Method - Predefined Language Templates

-
M2M
e Input: multiple agendas and task specification
e Simulator: using RL policy
e Challenge addressed: enhances generalizability by
allowing to scale to new tasks and domains if provided
a new API
-

~

REQUEST (location) a
REQUEST (cuisine)

INFORM(location="los angeles")
INFORM(date="2019-03-02")
INFORM(cuisine="greek")

OFFER(restaurant="Opa!")

REQUEST (location) b
REQUEST (cuisine)

INFORM(location="LA")
INFORM(date="tomorrow")
INFORM(cuisine="greek")

OFFER(restaurant="Opa")

Where are you located and ¢
what is your preferred food?

| am looking for a greek
restaurant in LA for tomorrow.

How does Opa sound?

Which city are you in? c
What kind of food?

| want to eat in LA.
| want to go there tomorrow.

| want to eat greek food.

Opa is a nice restaurant.

30




Generation Method - Predefined Language Templates

-
SGD

Input: multiple agendas and task specification

Simulator: using RL policy
Challenge addressed: in the real world, multiple services have
overlapping functionality. The authors build a single unified

model for all services by having dynamic APIs that allow for

~

Scenario

Schemas

User
Agent

A

Y

System
Agent

Figure 2: The overall architecture of the dialogue simulation

sharing knowledge between services.
Spans over 26 services, 16 domains, resulting in a 16k dialogue
dataset

They use crowdsourcing for paraphrasing

framework for generating dialogue outlines.

31



Generation Method - Natural Language Around Input

4 )
e Access to intents, slots and slot values that are plugged-in generated natural language utterances

e No language templates
e Natural Language Generation -> generations are more versatile

e Requires less human-involvement

NUS / NeuralWOZ
e Eliminates hand-crafted templates, but still uses API calls
e Corpus-driven
e (NUS) Dynamic goal generation: the system can dynamically change the goal, assuming the user

would want to shift their goal mid-conversation




Generation Method - Natural Language Conditioned on Input

4 )
e Access to intents, slots and slot values that are used as input to generate natural language

utterances

HUS
e Same family as ABUS and NUS

e Employs a multifaceted encoding scheme: it encodes different features in different vector

representations

VHUS
e HUS but created more human-like generations

e How? HUS is deterministic, while VHUS introduces variability through variational inference

S e VHUS models the dialog latent space without affecting the slots and values extracted from a KB /



https://en.wikipedia.org/wiki/%C3%9C
https://en.wikipedia.org/wiki/%C3%9C

Generation Method - Natural Language Conditioned on Input

-
TUS

e Similarly to VHUS, TUS maps different inputs to different representations in the feature space
e BUT it is domain-agnostic

e By adding a domain and slot index feature representation that can be changed

JOUST
e Simulator: two pre-trained agents, fine-tuned using RL

e Novelty is added by fine-tuning on multi-domain dialogues




Generation Method - Natural Language Conditioned on Input

JOUST

_________________________ " g T e i i . i
|

Dialogue System

! [
! — > I
dialogue | state [ database : gosl ?tate I goal state I
context | query bass | previous | update I

| | useract [ goal 1

| \ F— : state I
previous /. : !

user

1
| \ 4
1

|
i NL user
cy user & utterance

(1)

\

Figure 1: Overall architecture of the proposed framework, where the dialogue system (DS) and user simulator (US)
discourse with each other. ¢ denotes dialogue turn index. The context encoder is shared between the two agents.
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Generation Method - Natural Language Conditioned on Input

-
INA

Simulator: two pre-trained agents, fine-tuned using RL

Negotiation in a win-win manner, meaning each party must understand the other’s needs and goal
is mutual satisfaction

Generates a Negotiation Dialogue dataset using negotiation-specific intents

Novelty: adds negotiation-inteints such as Negotiate-Price-Decrease, Add-X, ..

Data correction with human-in-the-loop for quality check

Uses GPT-J for generation

Challenge: negotiation strategies are highly context-dependent, so it adds a layer of complexity

compared to the previous approaches




Generation Method - Variational Inference
I

-
VHDA
e NO predefined knowledge

e Input: human-generated dialogues

e Models latent variables over all dialogue aspects
similar to VHUS, and TUS, but this time also for
learning intents, slots and slot values

e Allows for the model to generate attributes beyond the

training data

e However, there is no guarantee these generations are

Figure 1: Graphical representation of VHDA. Solid and
dashed arrows represent generation and recognition re-
spectively.

valid (we will discuss this more in part 3 of this section)

37




Generation Method - Few-shot learning

-
Simulated-Chat

NO predefined knowledge

Few-shot learning: the ability of a model to generalize when provided a very small dataset for
training or fine-tuning

Input: set of instruction based on which an LLM can generate dialogues

Uses GPT-2 and Longformer

First receives human-generated dialogues, then self-generated simulated dialogues




Generation Method - In-context learning

4 CL.US N
ICL-U
Target Y—
e NO predefined knowledge User Goal 4——
| |
e In-context learning: the ability of a model to ( \ _/ _l e N
[ ' i, NLU
generalize when provided a very few ut,, | | Lo '
. . . y | I
examples in the input prompt without prompt,,, | | usercon |
. . . . - . Dialog Evaluation /I
explicitly training or fine-tuning System ' |
gengrated textml : 1user act:
e Input: set of instruction based on which an I ,
: I NLU I
. processing
LLM can generate dialogues and example it | LT _y
e u,i+ e __1
dialogues — :
User Simulator
Figure 1: System and user simulator architecture sketch.
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Generation Method - In-context learning

Vs

Dialogic
e NO predefined knowledge
e Input: set of instruction based on which an LLM can generate dialogues and example dialogues
e In-context learning: the ability of a model to generalize when provided a very few examples in the

input prompt without explicitly training or fine-tuning

I Automatic
Lot | Revision
[ Dialogue example 1 ]

Goal Dialogue Demonstrate @
—> | Usergoal |<—— : — | Generated dialogue
Generator - —> | Retriever [ Dialogue example 2 ] GPT3 l ¢
oooooo Prompt T

Figure 2: Overview of the proposed method.



Task-Oriented
Conversation
Generation

Step 3) Quality
Filtering / Factuality

Ensured with Provided Input

Factuality Check during Post-Processing

None

S
—
\

)
|
)

ABUS, M2M, SGD, NUS, NeuralWOZ, HUS, VHUS, TUS,
Joust, Unified-US, IND, Simulated-Chat

ICL-US, Dialogic, IND

VHDA, INA
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Component 3: Quality Filtering

Ve

Ensured with Provided Input

- When extracting slots and slot values from Ontology, Schema, KG and DB, factuality is granted

None
- Although uncommon, approaches such as VHDA ensure semantic logic of dialogue turn but does

not constrict, or edit generations given lack of factuality or lack of plausible interactions.
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Component 3: Quality Filtering

/ \ Belief B
Factuality Check during post-processing

<hotel, day, sunday>
<hotel, type, guest house>
<hotel, pricerange, cheap>

- Methods that discover slots and slot values in the latent

<hotel, inform, area>

generated belief states with the current utterance; The | <hotel, request, pricerange> —»  <hotel, inform, names>

<hotel, offerbook, none>

‘ Belief B ;

Space 1 am looking for a place to stay } <hotel, day, sunday> ) 1

. . . L. . on sunday night . it does n't ‘ <hotel, type, guest house> |

- Dialogic has a step called automatic revision, where it matter where, but must be a | PRcsrEnes |
guest house . } § <hotel, area, don’t care> ;

corrects for potential errors by comparing GPT-3 i : ey |
e ] | |

! 1

. . A P R J ; |
errors can be either due to de-generation or S '*‘*"S;S;‘r'n;‘

- i have a [value_type] in th

over generat|0n we[v:I:eia::aritis caII:;d .

. . [value_name] . would you like

- ICL-US adds an evaluation step by comparing all me to book it for you ?

dialogue act extracted from the generated system and Figure 5: Illustration of the controllable generation pro-
cess of a dialogue turn. An example of the genera-
User NLU competent at each turn tion process of a complete dialogue is shown in Ap-

\_ / pendix C.1 as Table 9. 43




